


tral streams. In a noteworthy �nding, fMRI encoding modelling
work by (Güçlü & van Gerven, 2015) indicated that a stimulus
decomposition based on selected layers from a pre-trained
CNN outperformed the Gabor-based approach proposed in
(Kay, Naselaris, Prenger, & Gallant, 2008).

The work we propose here is tries to bene�t from these
generative models to gain a better understanding of how
cortical prediction works. Exploiting the occlusion paradigm
(where portion of the scene is occluded suppressing feed-
forward signals), we aim to interpret the detected cortical
feedback signals in brain data by comparing them to en-
coder/decoder layers trained on an inpainting task to recon-
struct occluded images. This comparison, previously done
between brain signals and convolutional neural network lay-
ers activations (Khaligh-Razavi & Kriegeskorte, 2014; Cichy
et al., 2016), is now carried out with an encoding scheme us-
ing encoder/decoder layers in order to predict fMRI feedback
signals.

Model training

The model we trained to �ll occlusion for solving inpait-
ing task is a fully-convolutional neural network, with the en-
coder/decoder architecture, and with skip connections (known
as U-Net and described in Ronneberger et al. (2015)); the
model is shown in Figure 1.
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(b) Encoder details

Figure 1: Model architecture with encoder details (decoder is
mirrored).

The way we trained the network is similar to what has been
proposed in (Isola, Zhu, Zhou, & Efros, 2017); they proposed
to learn not only the mapping from input image to output im-
age, but also the best loss function to train this mapping.
This is crucial in unsupervised learning, where labels or cat-
egories are not available; this is accomplished in their work
using conditional adversarial neural networks (Goodfellow et
al., 2014). The training has been carried out using images
from SUN database (Xiao, Hays, Ehinger, Oliva, & Torralba,
2010), with occluded images as input of the network and orig-
inal images - i.e., to reconstruct - as output; some images from
the database where discarded because they were too small,

which led to a total of ∼ 70000 images for the training. A
graphical result to appreciate the quality of the output of the
network is shown in Figure 2. For the experimental part, we
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Figure 2: Model results with (a) the input to the network, (b)
the output of the network, and (c) the target used to trained
the network (i.e., the original image).

will train the network to reconstruct grayscale images with oc-
clusion and masked with a circular aperture; images used in
the experiment were not part of the train set.

Brain data

We used 3T and 7T-fMRI brain data acquired at different res-
olutions to investigate visual pathways and V1 layers.

3-Tesla Eighteen healthy volunteers with normal or
corrected-to-normal vision participated in this study. Twenty-
four real-world scenes from six categories (beaches,
buildings, forests, highways, industry, and mountains), from
the dataset in (Walther, Caddigan, Fei-Fei, & Beck, 2009)




