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Abstract
Allocating visual attention through saccadic eye move-
ments is a key ability of intelligent agents. Attention is
both influenced through bottom-up stimulus properties
as well as top-down task demands. The interaction of
these two attention mechanisms is not yet fully under-
stood. A parsimonious reconciliation posits that both
processes serve the minimization of predictive uncer-
tainty. We propose a recurrent generative neural network
model that predicts a visual scene based on foveated
glimpses. The model shifts its attention in order to mini-
mize the uncertainty in its predictions. We show that the
proposed model produces naturalistic eye-movements
focusing on salient stimulus regions. Introducing the ad-
ditional task of classifying the stimulus, modulates the
saccade patterns and enables effective image classifica-
tion. Given otherwise equal conditions, we show that
different task requirements cause the model to focus on
distinct, task-relevant regions. The results provide ev-
idence that uncertainty minimization could be a funda-
mental mechanisms for the allocation of visual attention.

Keywords: neural networks; visual attention; eye movements;
uncertainty; prediction

Visual Attention
Vision is the most dominant sense in human perception and
has evolved to rapidly extract relevant information within an
observed scene, and filter irrelevant input in a dynamically
changing environment. The eyes’ anatomy favors the selec-
tive processing of relevant stimuli through a central foveal re-
gion that processes information with high resolution and a pe-
riphery that has a lower resolution. Overt attention — moving
an attended region of the visual field into the fovea for height-
ened processing — is a central selection mechanism to make
sense of a visual scene. Through saccadic eye movements,
different parts of a scenery are brought into focus, allowing
for efficient processing of the surrounding using only a lim-
ited bandwidth information channel (Itti & Koch, 2001). Given
the relevance of the visual sense and the fundamental role of
attention as a mechanism for neural information processing,

eye movements and visual attention remain an active field of
research (Moore & Zirnsak, 2017).

A central research question is how the brain allocates its
attention and decides which locations to sample through sac-
cades when observing a visual scene. Low-level saliency
features are strong predictors for human saccade pat-
terns (Soltani & Koch, 2010). Additionally, attention alloca-
tion is strongly modulated by task requirements in a top-down
fashion (Gilbert & Li, 2013). While both mechanisms have
been studied extensively, fewer accounts have investigated
their interaction within a comprehensive framework (Moore &
Zirnsak, 2017).

One attempt to reconcile top-down and bottom-up attention
mechanisms argues that the brain performs saccades in order
to actively maximize information gain or conversely minimize
uncertainty (Renninger, Verghese, & Coughlan, 2007). In free
viewing, these regions of maximal uncertainty correspond to
salient stimulus regions which are harder to predict given their
surrounding, while in a task setting, uncertainty is shaped by
task relevant prior expectations. From a predictive coding per-
spective, attention is allocated in order to minimize the un-
certainty in the brain’s predictions (Mirza, Adams, Mathys, &
Friston, 2016).

While biologically accurate models like Mirza et al. (2016)
can make precise predictions about human behavior and help
to understand the neural mechanisms involved in visual pro-
cessing, their level of abstraction often makes it difficult to in-
terpret the fundamental components at play. A different ap-
proach that operates on much higher abstractions are artifi-
cial neural network (ANN) models that only loosely connect
to computations in the brain. Nevertheless, these models
have successfully revealed relevant computational principles
of neural information processing (Güçlü & van Gerven, 2015).

So far, ANN models used to explain visual attention have
been largely driven by a machine learning focus in order to
improve computer vision applications (Mnih, Heess, Graves,
et al., 2014). Other approaches that more closely address the
pathways in the brain require strong supervision and do not
account for different task conditions (Adeli & Zelinsky, 2018).

Here, we propose a deep ANN architecture to investigate
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Figure 1: The recurrent generative neural network architecture. Input to the network are the currently attended coordinates
and the foveated glimpse. Feature representations of both are integrated in a recurrent layer. The recurrent representation
is used to parameterize a Gaussian latent representation. Samples from the latent code are used to generate predictions by
the decoder. In the classification experiments, the recurrent representation is additionally used to train a classifier (gray). The
classification output is used as input to the latent network and the decoder, disentangling the latent representation into class and
style variables.

task-dependent visual attention allocation on an interpretable
level of abstraction. Using a generative recurrent latent vari-
able model trained on different tasks, we show that minimizing
the uncertainty in the model’s predictions of a visual stimulus,
based on a series of foveated saccades, constitutes an ef-
fective mechanism to learn relevant saccade paths. The pro-
posed model encompasses both bottom-up and top-down pro-
cessing and can be trained in unsupervised and supervised
settings.

Methods
In order to validate whether uncertainty minimization consti-
tutes a useful strategy to allocate visual attention, different
experiments were performed. In all experiments, a recur-
rent ANN architecture was trained to perform a series of sac-
cadic “eye-movements”, revealing a limited field of view of a
visual stimulus. Hard attention was implemented by cropping
a foveal part of the scene around the attended location and pe-
ripheral patches of increasingly lower resolution. Each patch
had twice the side-length of the previous one and all patches
were resized to the resolution of the fovea (cf. Figure 2, first
row). To process the whole stimulus, the model thus had to
integrate the information of the saccade sequence. In all ex-
periments, the model consisted of a latent variable encoder-
decoder architecture that was trained as a Variational Autoen-
coder (Kingma & Welling, 2013) with the objective to recon-
struct the full visual scene based on the foveated glimpses.
The model is depicted in Figure 1. The encoder part consisted
of a what- and where-pathway that were integrated within a
recurrent processing layer as proposed by Mnih et al. (2014).
The what-pathway extracts relevant features of the currently
observed glimpse and the where-pathway represents the cur-
rently attended location. Both modules were instantiated as
multi-layer perceptrons (MLPs) that feed into a layer of recur-
rent units. The recurrent activation was used to parameterize

the mean and variance of a Gaussian latent distribution. Using
the reparameterization trick, the model can effectively sample
from the approximate posterior p(z|x) with latent variables z
and inputs x. The sampled latent code was then used by an
MLP decoder to reconstruct the full input image.

The model predicted the image after each saccade. The
next saccade location was the pixel with the highest model
uncertainty. Uncertainty was determined by drawing T sam-
ples from the latent representation and generating a predic-
tion of the image per sample. The variance in these pre-
dictions was taken as the pixel-wise model uncertainty. The
model performed a fixed number N of saccades after which
the model weights were updated. In all experiments, the
MNIST dataset (LeCun, 1998) was used.

Results

Prediction as Objective

The first experiment was used to test whether the model
learns to perform useful saccades with prediction as the
only optimization criterion without further supervision. As the
model only ever sees a limited part of the image, it has to
generate a saccade path that samples the stimulus sufficiently
to accurately reconstruct the target. The target constitutes a
28× 28 MNIST digit whereas the model receives only 4× 4
crops centered around the attended location and low resolu-
tion peripheral patches of sizes 8× 8 and 16× 16. For each
training stimulus, the first saccade was focused on the center
of the image. The model then performed N = 5 saccades with
T = 5 forward passes through the decoder to determine the
predictive uncertainty.

Figure 2 shows an example saccade trajectory for a test
stimulus. The rapidly decreasing input resolution towards the
periphery requires the model to effectively sample the full im-
age. It can be seen that the model predictions get succes-
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Figure 2: Example episode of the model reconstructing a test
stimulus. The first row shows the target image and the cur-
rently attended location. Red squares represent different lev-
els of resolution, with the smallest patch corresponding to the
full resolution fovea and the larger patches to the lower reso-
lution periphery. The second row displays the current input to
the network. The third row shows the model’s prediction after
receiving the current input and the fourth row shows the pixel-
wise model uncertainty obtained through sampling with lighter
regions corresponding to higher uncertainty.

sively better with the number of saccades. It can be further
seen that class properties are not determined for the first sac-
cades and remain ambiguous until the last saccade. Espe-
cially after the final saccade, model uncertainty is highest for
edges of the predicted stimulus. The mean model variance
decreases per saccade.

In Figure 3 the saccade paths are visualized as heatmaps.
Figure 3a) shows on which parts of the stimulus the model fo-
cuses within the first three saccades, for two example digits. It
can be seen that the model learns to follow the digit contours.
Figure 3b) shows the focus points of the model during the last
two saccades, closer to the point at which the model has to
make a final prediction and the loss is calculated. Here, the
focus of the model shifts more towards the center of the digit.

Supervised Learning

The second experiment tested whether the learned saccades
are useful for classification. For that, the model was trained to
predict the digit class next to reconstructing the image. The
reconstruction criterion was still required to obtain pixel-wise
uncertainties to guide saccades. A separate MLP was trained
for classification, using the recurrent feature representations
as input. Its output was compared to the target class and
was additionally used as input to the decoder. Uncertainty
was calculated by sampling both the latent style representa-
tion as well as the class prediction. Using only the uncertainty
to guide saccades, the model obtained a test error of 2.25%
without decrease in reconstruction quality and no further hy-
perparameter optimization. It was observed that, with addition

(a) (b) (c) (d)

Figure 3: Heatmaps of saccade targets over the test set.
Heatmaps were generated separately for the first three and
last two saccades in order to account for temporal patterns in
the saccade paths. a) Heatmap of the first three saccades
over all threes (above) and sixes (below) in the test data. b)
Heatmap of the last two saccades. c) Heatmap of the first
three saccades over all digits combined for experiment I with-
out classification (above) and experiment II with classification
(below). d) Heatmaps of first three saccades over all digits for
experiment II, with target class 3 (above) and target class 6
below.

of the classification task, the model produced earlier recon-
structions that more clearly resemble a digit. To test whether
the introduction of the classification task changed the saccade
pattern in order to commit to a scene reconstruction more
quickly, the fixation targets for the first three saccades over
all test digits are visualized as heatmaps in Figure 3c). The
upper heatmap shows the saccade pattern for the model with-
out classification while the lower image displays the saccades
of the model that is trained with classification as an additional
task. It can be seen that the models’ sampling strategies are
different. The classification model more broadly covers the
whole extent of the average digit location.

Task-Dependent Modulation

The previous experiment revealed changes in the saccade
patterns through introduction of an additional task. However,
the classification model introduced new network components.
In order to further investigate how task requirements modulate
gazing behavior for models employing the same architecture,
the final experiment used two binary classification tasks that
require the model to decide whether the observed stimulus
corresponds to a target class. One network was trained to
differentiate threes from all other digits and the second one
to decide between sixes and non-sixes. This simple task was
efficiently learned with an accuracy of 99.5% and 99.25% for
sixes and threes, respectively. Figure 3d) displays the sac-
cade targets for the two task conditions. Both models focus
on different regions of the input during the first three saccades.
The two final saccade patterns are not displayed as they more
strongly resemble each other and cover the stimulus regions
more uniformly.

1024



Discussion

Attention is a fundamental mechanism of neural information
processing and focusing on relevant stimulus regions through
saccadic eye movements is a key ability of humans to inter-
act within a dynamically changing environment. While both
bottom-up influences on attention allocation as well as top-
down task modulation are well studied, their interaction is not
yet fully understood (Moore & Zirnsak, 2017). A parsimo-
nious reconciliation of these two processes posits that both
serve the common objective to minimize uncertainty about the
sensed world (Renninger et al., 2007). Exploring this hypothe-
sis, we proposed an artificial neural network model that makes
predictions of an observed scene and performs saccades in
order to minimize uncertainty in its predictions. Uncertainty in
this model is represented implicitly by sampling from a gener-
ative model of the observed scenes. As different task require-
ments affect the model’s latent representations, the model un-
certainty is affected both by bottom-up saliency features of the
observations as well as top-down task demands.

The first experiment showed that the simple heuristic to se-
lect the pixel with the highest uncertainty under the objective
of scene reconstruction leads to sensible saccade paths. In
that way, a model can be trained without supervision to sample
a target stimulus. The model learned to follow digit contours
along the edges, which also correspond to the most salient
stimulus parts. Investigating the temporal order of the sac-
cades revealed that the initial saccades were mostly targeted
at regions just outside of the digits while later saccades fo-
cused more on the digit centers. One explanation for this ob-
servation could be that earlier glimpses served to determine
the stimulus class while later saccades improve the prediction
just before the stimulus target is provided. This could also ex-
plain why task differences in experiments II and III were most
prominent in the earlier saccades.

Introducing a supervised task to the model showed that the
proposed attention mechanism can also be used for classi-
fication with only a limited number of fixations. The learned
saccade paths yield better classification scores than random
fixations. Further research is required to see whether the ap-
proach can compare to other machine learning methods like
RAM (Mnih et al., 2014) for more complex tasks. However,
without the need for reinforcement learning to train the atten-
tion mechanisms it could offer a valuable alternative.

The classification task modulated the saccade pattern of
the model, especially for early saccades. With prediction as
the only optimization criterion the saccades mostly resemble
digit contours. The classification task caused the model to
more quickly reconstruct stimuli of the predicted class. In
order to do so, the first saccades of the classification model
might be better suited to discern between classes. In all ex-
periments, the model particularly often focused on a location
at the left center, which might be the most discriminating stim-
ulus region.

The final experiment revealed differences in saccade be-
havior with the only difference to the model being the target

class. For the task of classifying threes, the network primar-
ily focused on the left and right edges as well as the top of
the digits. As the three has two open sides to the left and two
closed curves to the right, these could be the most discrimina-
tive regions. Similarly, for the sixes the model mostly focuses
on the bottom left which is the location of the distinctive loop
of the digit six.

Altogether, the results showed that minimizing predictive
uncertainty is a useful mechanism to effectively sample a stim-
ulus, that can account both for bottom-up as well as top-down
influences. Further research is required to show that this
model can be used for more naturalistic stimuli and in the pres-
ence of distracting inputs. In order to learn more about the
suitability of the proposed model to predict human fixations,
eye-tracking experiments could be performed to compare the
saccade patterns. The results can be seen as initial evidence
that uncertainty minimization could underly neural models of
attention and as guidance for future research to better un-
derstand the intricate interaction between different attentional
processes.
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